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To promote the responsible development and use of data-driven technologies śsuch as machine learning and artiicial

intelligenceś principles of trustworthiness, accountability and fairness should be followed. The quality of the dataset on

which these applications rely, is crucial to achieve compliance with the required ethical principles. Quantitative approaches to

measure data quality are abundant in the literature and among practitioners, however they are not suicient to cover all the

principles and ethical challenges involved.

In this paper, we show that complementing data quality with measurable dimensions of data documentation and of data

balance helps to cover a wider range of ethical challenges connected to the use of datasets in algorithms. A synthetic report of

the metrics applied (the Extended Data Brief) and a set of Risk Labels for the Ethical Challenges provide a practical overview

of the potential ethical harms due to data composition. We believe that the proposed data labelling scheme will enable

practitioners to improve the overall quality of datasets and to build more responsible data-driven software systems.
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1 Introduction

Data-driven technologies, particularly artiicial intelligence (AI) and machine learning (ML) algorithms, have
made signiicant technical advancements in recent years, impacting countless ields of human activities and,
at the same time, raising concerns about their potential harms to society [8, 11, 20, 38]. As a consequence, the
demand for a more responsible development and use of these technologies śespecially AIś has arisen from
many quarters [17, 37, 39]. Several ethical principles are being considered for this goal, specially trustworthiness,
accountability, and fairness [12, 16].
Since models learn from and are dependent on data, data quality is a key aspect for AI/ML. The traditional

approach to data quality, such as the one deined in the ISO standard [24], involves assessing and ensuring,
among other dimensions, accuracy, completeness, consistency, conidentiality and precision of data through
various measures. These characteristics play a critical role in improving the reliability of software output, but this
approach alone does not address all the ethical concerns associated with AI systems [15]. Our research questions
arise from this gap:Which data measures can help to assess the risk of all the ethical challenges of a data-driven
system? We propose to integrate the traditional approach with other relevant dimensions, namely documentation
and balance. They provide a more comprehensive evaluation of the quality of the datasets, able to cover a wider
range of ethical concerns. Data balance measures have been proven to be useful to identify the risks of automated
discriminations [47, 48], with their long queue of systemic efects in society [6]. Documentation is a key aspect
to improve in the development lifecycle of an AI system [41] and quality measures help to make the datasets
(and their use) more transparent [44]. We relate each data measure to the possible ethical challenges associated
with it by analysing which data characteristics may have an impact on these challenges. By ethical challenge, we
refer to the issues raised by algorithms in transforming data into evidence for outcomes, in using those outcomes
to motivate further action, and in accounting for the impacts of those actions [36].
In this Experience paper1, we applied a set of selected measures on a sample of wide-known datasets, to

produce an Extended Data Brief and a set of Risk Labels for the Ethical Challenges. We focused on categorical data,
because most of the sensitive attributes [13] in datasets are categorical (e.g. gender, marital status, job, etc.). We
illustrate both the potential beneits and drawbacks of integrating the approaches, allowing for a more holistic
understanding of the quality of a dataset. Overall, this work contributes to the development of efective strategies
to create, use and share training datasets in a more trusted, responsible and fair way. In addition, the scripts
used are made available2 to enhance reproducibility and to promote further improvements. The remainder of
the paper is organized as follows: the Section 2 summarizes the related work, Section 3 presents the theoretical
framework we propose, the Section 4 describes the methodology and measurements related to the application of
the framework on a group of datasets. In the Section 5 we show results and discuss them. The Section 6 outlines
the main challenges encountered during the research, while the Section 7 identify the main limitations and
provide hints for future work. Section 8 recap the main elements and indings of the study.

2 Background and Related work

Faulty, noisy or inaccurate data easily leads to undesirable results [10, 27], hence the selection, creation and
adoption of datasets is a critical but often undervalued step [45]. A growing body of literature has explored
how to make the intrinsic characteristic of datasets [4, 7, 21], models [35, 43] or rankings [49, 50] emerge, since
knowing the data problems is the very irst step to managing them [25]. Diferent works investigate the diferent
dimensions of data quality [3, 42, 46]: we propose to evaluate accuracy, consistency and completeness using

1See https://dl.acm.org/journal/jdiq/call-for-papers#ExperiencePapers
2https://github.com/RondinaMR/data-qbd-framework
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measures from the ISO SQuaRE standards series [23]. Data quality in ISO/IEC 25012:2008 [22] is categorized into
15 characteristics, and each of these characteristics is quantiiable through measures of quality-related properties,
deined in ISO/IEC 25024:2015 [24]. The characteristics belong either to the łinherentž point of view if dependent
only on the data themselves, such as completeness. Otherwise, they belong to the łsystem-dependentž point of
view, such as recoverability. They can also belong to both, such as eiciency. In the proposed framework, we rely
on characteristics of the inherent point of view because they are the most general and applicable to any dataset.
Balance represents a homogeneous distribution of data between the classes of one or more attributes [19].

Lower levels of balance, especially in protected attributes or their proxies, are related to higher levels of unfairness
in the output [47]. Diferent cases reveal the discriminatory risk associated with highly unbalanced datasets [8],
highlighting the need to measure this data dimension. We use measures validated in previous work [32, 48]: the
Gini index [9], the Shannon diversity index, the Simpson diversity index, and the Inverse Imbalance Ratio (I.I.R.).

Documentation plays a central role in the discovery of data characteristics. Many issues of fairness, transparency
and accountability in ML/AI systems arise from the way data is collected, processed and used [26]: documentation
helps to track the adopted procedures (and their implicit beliefs) and thus helps tomitigate risks [5]. Documentation
plays an important role in ethical and legal analysis [40], so eforts are made to reduce technical debt as much
as possible [1], despite the speciicities of documentation in AI development [29]. Sambasivan et al. [45] report
that a lack of data documentation hinders the generalization of models thus leading to poor model performance
for underserved communities. Gebru et al. [18] proposed a list of questions useful to guide the writing of
documentation by dataset creators and, based on these questions, a Documentation Test Sheet (DTS) [44] was
created to measure the completeness of documentation. Fabris et al. [14] presented the data brief to document
the most important properties of a dataset.

Several works provide guidance on the ethical challenges of algorithms. A notable contribution in this area is
the work of Mittelstadt et al. [36], who developed a comprehensive map of the ethics of algorithms that provides
a framework for understanding and addressing these challenges. The authors examined the gap between the
design and implementation of algorithms and the understanding of their ethical implications. This work provides
a comprehensive coverage of the diferent types of ethical challenges, as it also considers actions driven by system
outcomes. It is widely recognised for its contribution to the analysis of algorithmic ethics. For these reasons, and
given the applicability of this mapping to our research, we decided to use this work to map ethical challenges. The
importance of this issue is heightened by the fact that these ethical implications can have profound consequences
for individuals, groups and societies as a whole.

3 Ethical challenges and relationships with data dimensions

In this section, we irst present the ethical challenges that we consider and then the data dimensions that aid in
assessing datasets. Lastly, we illustrate the speciic relationship between the two.

3.1 Ethical Challenges

Mittestald et al. [36] delineate three epistemic and two normative concerns, as well as one overarching challenge,
based on how algorithms process data to produce evidence and motivate actions. Here, we briely recap the
six ethical challenges: i) Inconclusive evidence: using inferential statistics to draw conclusions from data may
result in uncertain knowledge; ii) Inscrutable evidence: the link between data and conclusions may be unclear and
hence problematic to scrutinise; iii) Misguided evidence: if the data is of low reliability or neutrality, the resulting
outcomes will also lack reliability and neutrality; iv) Unfair outcomes: algorithms have the potential to support
actions that do not align with the fairness ethical principle; v) Transformative efects: algorithms can afect how
we conceptualise the world, and modify its social and political organisation; vi) Traceability: challenge related

ACM J. Data Inform. Quality
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Table 1. Data quality measures (ISO/IEC 25024) adapted to be applicable in the analysis of a general dataset. The arrows
indicate the interpretation for each QM (the lower the beter: ↓, the higher the beter: ↑)

QM Name Deinition

Acc-I-4 (↓) Risk of dataset
inaccuracy
(Accuracy)

X = A/B
A = number of data values that are outliers
B = number of data values to be considered in a data set

Com-I-1-DevA (↑) Record
completeness
(Completeness)

Average of X where X = A/B
A = number of not null value in the whole data set
B = number of data items considered

Com-I-5 (↑) Empty record in
a data ile
(Completeness)

X = 1-A/B
A = number of records where all data items are empty
B = number of records in a data ile

Con-I-2-DevB (↑) Data format
consistency
(Consistency)

Average of X where X = A/B
A = number of data items that have the correct type
B = number of data items considered for a single column

Con-I-3-DevC (↓) Risk of data
inconsistency
(Consistency)

X = A/B
A =Number of data itemswhere exist duplication in value
B = Number of the possible duplications

Con-I-4-DevD (↑) Architecture
consistency
(Consistency)

X = A/B
A = Number of rows that respect the data structure
B = Number of rows contained in the data ile

to the diiculties of inding the cause of a harmful outcome. We present the relationships between the ethical
challenges and the data dimensions in Section 3.3.

3.2 Data Dimensions

3.2.1 Data uality (DQ). The metrics adopted from the ISO/IEC 25024:2015 standard [24] are shown in Table 1:
we include assessments of accuracy, completeness, and consistency. Some measures (with suix ‘Dev’) have been
slightly adapted to the needs of this work, as described hereafter. The Acc-I-4 quality measure (QM) was used as
deined in the standard, detecting outliers using the Interquartile Range Method with k=1,5. The Com-I-1-DevA
QM is deined in the standard as Completeness of data items of a record within a data ile: in the context of this
research, it has been adapted as a QM for the whole dataset, dividing the number of null values by the total
number of data items. The Con-I-2-DevB QM is deined in the standard as Consistency of data format of the same
data item: since it requires prior knowledge of the data attribute, it has been reformulated as the ratio of the
number of data elements that have the correct type in the attribute to the number of data elements considered
for a single column. The Con-I-3-DevC QM was slightly modiied with respect to the deinition present in the
standard. For each attribute in the column � , there is a possibility of duplication. In addition, duplication can be
identiied by grouping k attributes together and searching for identical records across all rows. This phenomenon
occurs when two or more records have the same values for a given set of k attributes. We looked for duplicates
in a single column (� = 1) and in a pair of columns (� = 2) when applying our framework. Deviating from the
standard, we have divided the number of data items where there is a duplication in value by the number of possible
duplications. This was done with the aim of obtaining a measure between 0 and 1, even considering a k value of
2. The Con-I-4-DevD QM is deined in the standard as the Degree to which the elements of the architecture have a

ACM J. Data Inform. Quality
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Table 2. Imbalance indexes:� represents the number of classes, �� is the relative frequency of class � .

Index Formula (normalized) Notes

Gini �� =
�

�−1 ·
(

1 −
∑�

�=� � 2�
)

Measure of heterogeneity [9]

Shannon � = −
(

1
���

)
∑�

�=1 ������ Measure of species diversity in a commu-
nity

Simpson � =
1

�−1 ·
(

1
∑

�

�=1 �
2
�

− 1
)

Probability that two individuals in a sam-
ple belong to the same class

Inverse Imbalance Ratio �� =

{��� (�� ,...,�) }

{��� (�� ,...,�) }
Ratio between the lowest and the highest
frequency

correspondence in referenced architecture elements. It was reformulated by specifying the concept of architecture
in terms of data structure. Thus, the ratio became the ratio between the number of rows containing the correct
number of values (i.e. columns, attributes) and the total number of rows.

3.2.2 Data Balance (DB). The balance measures adopted from [48] are presented in Table 2. All measures take
values between 0 (imbalanced) and 1 (balanced). For each formula,� represents the number of classes, while �� is
the relative frequency of class � . Previous studies [33] have identiied fairness implications when each imbalance
index falls below a certain threshold: Gini < 40%, Shannon < 50%, Simpson < 30%, I.I.R. < 15%. In the Extended Data
Briefs we use these thresholds to highlight unbalanced features. The Inverse Imbalance Ratio (I.I.R.) stands out as
the most accurate metric for identifying class imbalances within a speciic attribute based on selected sample
distributions [48]. Yet, it proves to be highly sensitive in cases where classes have close to zero occurrences.
Gini and Shannon indexes demonstrate, on average, the least efective performance [47], but they are useful in
all cases in which it is desirable to have indexes that are very reactive to imbalance [48]. The Simpson index,
instead, represents a very good compromise because it identiies imbalance more clearly [47], without being too
sensitive. On the basis of this complementarity, the Simpson index is used to produce the risk labels, but during
the discussion diferent indexes are used in conjunction.

3.2.3 Data Documentation (DD). To perform a quality analysis of the documentation, we used the Documentation
Test Sheet (DTS) [44], designed to measure the completeness of the documentation of an ML/AI training dataset.
It indicates how much of the relevant information is suitably documented. Its Documentation Fields are derived
and adapted from diferent standardization proposals, mainly Datasheets for Datasets [4, 18, 21], and they are
grouped into sections based on the type of information they represent. 1) Motivation refers to the purpose of the
dataset; 2) Composition describes the characteristics of the data; 3) Collection processes and 4) Data processing
procedures refer to the procedures adopted to collect and transform the data; 5) Uses indicates how the dataset
should (or should not) be used and 6) Maintenance brings up all the details related to the evolution of the dataset
over time. The individual Documentation Field can take on the value 0 (the related information is not available in
the documentation under analysis) or 1 (the related information is available). In the Extended Data Briefs, we
present the Section Presence Average calculated as the average of all the Documentation Field values of the speciic
section. Therefore, all the Section Presence Averages take values between 0 (no information is present) and 1 (all
information is present).

ACM J. Data Inform. Quality
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3.3 Relationships from Ethical Challenges to Data Dimensions

Table 3. Mapping of ethical challenges with data dimensions. The presence of a bullet in a cell means that the ethical
challenge is linked to the data dimension.

Data quality (dq) Data balance (db) Data document. (dd)

Inconclusive evidence ·(1)

Inscrutable evidence ·(8)

Misguided evidence ·(2) ·(9)

Unfair outcomes ·(3) ·(5)

Transformative efects ·(6)

Traceability ·(4) ·(7) ·(10)

We mapped how each data dimension (Data quality=dq; Data balance=db; Data documentation=dd) addresses
the six ethical challenges described by Mittestald et al. [36]. Table 3 shows the relationships between the ethical
challenges and the data dimensions. They can be explained as follows:

(1) dq and Inconclusive evidence. Data quality afects the statistical properties of a dataset, and the conclusions
that can be inferred from it.

(2) dq and Misguided evidence. Conclusions are as reliable as input data, and data quality can be a proxy for
the reliability of the evidence drawn from data.

(3) dq and Unfair outcomes. Unfair outcomes can be caused by availability of low quality data for speciic
population groups.

(4) dq and Traceability. Data quality may be responsible for problematic outcomes (i.e. outcomes vitiated by
ethical challenges): in such cases, analysis of data quality measures makes it possible to link the outcome
to its cause and the responsibilities associated with it.

(5) db and Unfair outcomes. Imbalanced datasets may lead to imbalanced results, which means harmful
diferentiation of products, information and services based on personal characteristics. In applications
such as wages, insurance, education, etc. such diferentiation can lead to unjustiied unequal treatment or
discrimination based on a sensitive attribute.

(6) db and Transformative efects. As motivated above, imbalanced data can cause polarized classiications in
the allocation of resources, beneits, or penalties (e.g. welfare). This has transformative efects on entire
segments of the population, amplifying existing inequalities in societies, and reinforcing distances between
social classes.

(7) db and Traceability. Data balance may be responsible for problematic outcomes, as described above. In the
case of causes that are rooted in the balance of the data itself, analysis of data balance measures enables
identiication of the root cause of the problematic outcome and the corresponding responsibilities.

(8) dd and Inscrutable evidence. Documentation of the data is needed to ground the conclusions to decisions on
how data was collected, labeled, which assumptions were made, how measurements were performed.

(9) dd and Misguided evidence. Data documentation is useful for clarifying the context in which data are
collected, processed and used. Describing and identifying the limits of data validity helps to circumscribe
the reliability of results.

(10) dd and Traceability. Documenting the characteristics of the data can be useful to clearly and explicitly
identify data problems that need to be addressed. In addition, documentation of data collection and
processing procedures makes it possible to analyse whether the causes of any problematic outcomes are to
be found in these delicate steps. In all these cases, documentation helps to identify responsibility.

ACM J. Data Inform. Quality
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There are no explicit and ex-ante strategies for managing trade-ofs between the ethical challenges presented:
they are highly context dependent and it is up to the inal users of the labels to decide which ethical challenges
have higher priority in their own context. In such analysis, users might also take into account other aspects not
considered in this framework, such as privacy (especially for inscrutable evidence and traceability) or currentness
(especially for misguided evidence and unfair outcomes). The possible integration of these aspects will be the
object of future investigations.

4 Methodology and measurements

The whole framework is intended to be applicable to structured data. While dq measures can be applied łto any
kind of data held in a structured formatž [24], and dd measures can be measured on metadata of any kind of
data, db can only be applied to structured, categorical features [33]. We have selected these by identifying the
categorical sensitive features through Article 21 łNon-discriminationž of the EU Charter of Fundamental Rights
[13]. Numerical sensitive features, such as non-discretised age, were excluded from the db analysis.

We tested the proposed approach on a sample of algorithmic fairness datasets. Firstly, we selected the 10 most
popular datasets from the collection3 organised by Fabris et al. [14]: focusing on popular datasets allowed us
to analyse very inluential datasets [28]. The 10 selected datasets were: Adult, COMPAS, South German Credit,
Communities and Crime, Bank Marketing, Law School, CelebA, MovieLens, Credit Card Default and Toy Dataset
1. We iltered non-textual data, excluding the CelebA dataset, as it is an image dataset: this decision is due to the
fact that the dq measures can only be computed on tabular data and the db measures can only be calculated
for categorical data. We also excluded Toy Dataset 1 because it is synthetic. As a consequence, eight datasets
remained. As the records belonging to the Communities and Crime dataset refer to communities (not individuals)
and are predominantly numerical, we decided to exclude them from the db measurement. The labels of this
dataset were calculated by considering only dq and dd. In general, if the dataset contained an explicit target
variable, this was also included in the db analysis.

For each dataset, we developed an Extended Data Brief, extending the Data Brief presented in [14]. We added
dq, db and dd measures. We completed it with the Ethical Challenge Risk Labels: on the basis of the relationships
identiied in Section 3.3, we related the overall risk of each data dimension to the ethical challenges impacted.
For each quality measure (identiied by ↑) we transformed the value into a risk measure (1-value); for each risk
measure (identiied by ↓) we summed the value itself. We then divided this sum by the number of measures in
each dimension, to obtain a data dimension risk ratio. Finally, we averaged the data dimension risk ratios of all the
data dimensions that could be attributed to each ethical challenge, to obtain an ethical challenge risk ratio. This is
the value represented by the Ethical Challenge Risk Labels. As a measure for balance, we choose the Simpson index,
for the reasons described in Section 3.2.2. The code used is available in the repository mentioned in footnote 2.

From the perspective of the dataset producer, the proposed framework should be used to provide a summary
of the context of the dataset, its main qualities and limitations, including a disclaimer (in the form of Ethical
Challenge Risk Labels) about the main risks embedded in the data. From the perspective of a dataset consumer,
the framework is intended to make them aware ś at the onset ś of the main risks associated with using the
dataset. This is similar to the way nutrition labels communicate the characteristics of a commercial food product.
In the same intuitive way, users will become aware of these risks and decide for themselves how to proceed in a
responsible use of the dataset (as done in the Dataset Nutrition Label framework [21]). Providing a technical
mitigation solution is not an objective at this stage, but could be considered in future work.

3http://fairnessdata.dei.unipd.it/datasets, popularity was deined by the number of scientiic articles that used the dataset.
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5 Results and discussion

In the following subsections, we present the results on the three most popular datasets of our collection as distinct
case studies: Adult (5.1), COMPAS (5.2) and South German Credit (5.3). The Ethical Challenge Risk Labels and the
Extended Data Briefs of all the eight datasets under analysis are included in the Appendix A. Herein, we provide a
short overview over all datasets, using aggregated results 4. The aggregation is possible for dq and dd measures,
while db measures are calculated only on sensitive attributes, which are diferent for each dataset. In terms of
documentation, we observe a general lack of information (on average, 65% of the information is missing), leaving
key aspects such as data composition, collection and processing unknown. Looking at dq measures, we observe
high values for the completeness measures: this reinforces our hypothesis that measuring dq is necessary but
insuicient on its own to highlight emerging data ethics challenges.

5.1 Adult

Inconclusive

evidence

Inscrutable

evidence

Misguided

evidence

Unfair

outcomes

Transformative

effects

Traceability

Fig. 1. Ethical Challenge Risk Labels of the Adult dataset.

Adult dataset (Appendix A.1) was constructed to predict an individual’s income based on census data. The
Ethical Challenge Risk Labels reveals that the main risks are related to transformative efects (db) and misguided
evidence (dq+dd). The transformative efects (db) ratio risk reveal problems related to db, since the Simpson (↑)
index expose three out of six sensitive features under threshold: race, education, and native-country5. This means
that these sensitive features deserve special attention when building a model from the data, as their distribution
of classes is very imbalanced. On the contrary, sex6 appears to be rather balanced. The second-riskiest challenge
is misguided evidence (dq+dd). In terms of dq, the dataset presents low risks in terms of outliers (Acc-I-4 (↓)=0,08)
and of inconsistency due to duplication of data values (Con-I-3-DevC (↓)=0,12). The results of the dd analysis
show a lack of relevant information, as only 38% of the requested information is available. The description of the
collection processes is very poor, coupled with the data composition. This should alert practitioners to the fact
that the data characteristics and processing steps are opaque.

5.2 COMPAS

The COMPAS dataset (Appendix A.2) stems from ProPublica’s analysis of the Correctional Ofender Management
Proiling for Alternative Sanctions commercial tool, used to assess the likelihood that a defendant will reofend.
In this dataset, the risk of transformative efects (db) is over 70%. In fact, the Simpson index exposes three out
of ive sensitive features as imbalanced: Language7 is the worst one. The rather high value of the DecileScore
target variable with Gini (↑), Shannon (↑) and Simpson (↑) indices describe a well-balanced situation, although

4Figure 10 in the Appendix B integrates what we reported here with two graphs on the summary statistics. These statistics are shown to get

an aggregated overview of the datasets included in this research. The empirical study of the fairness datasets, from the perspective of dq, dd

and db measurements, is beyond the scope of this Experience paper.
5Frequencies of classes of native-country are:"United-States"=89,59% and other 41 classes below 2%.
6Frequencies of classes of sex are: "Male"=67%, "Female"=33%.
7Frequencies of classes of Language are: "English"=99,59%, "Spanish"=0,41%.

ACM J. Data Inform. Quality
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with the least frequent class being very rare as pointed by I.I.R. (↑)=08. In order of risk, the second challenge is
misguided evidence (dq+dd). In terms of dq, the dataset has a low risk of containing outliers (Acc-I-4 (↓)=0,03);
there are some null data items (Com-I-1-DevA (↑)=0,97) and there are small risks of consistency (Con-I-2-DevB
(↑)=0,99; Con-I-3-DevC (↑)=0,07). In terms of dd9, there is a general lack of relevant information (Overall Presence
Average (↑)=0,44), especially in the section on how to (not) use the dataset. This inding echoes wider concerns
on misguided use of this dataset [2].

5.3 South German Credit

The South German Credit dataset (Appendix A.3) was constructed with the aim of predicting creditworthiness
using 20 variables. In this case, the greater risk is related to misguided evidence (dq+dd), with a risk ratio of 65%.
In terms of dq, the 7% of the numerical data are possible outliers (Acc-I-4 (↓)=0,07) and the risk of inconsistency
due to duplication is moderately low (Con-I-3-DevC (↓)=0,10). As far as dd is concerned, this data set is very
poorly documented: only a quarter of the relevant information is available. There is very little information on
composition, collection processes and uses. The second challenge that presents a higher risk is transformative
efect (db), which presents a value similar to traceability (dq+db+dd). Looking at db, we can see that gastarb10

(foreign work) is imbalanced, with very low measures in all indexes. On the contrary, laufkont (status), verm
(savings) andkredit (credit risk, target variable) are not imbalanced according to any index. Famges (marital status
and gender) and beruf (occupation), are imbalanced only according to the I.I.R. (↑). This indicates a large gap
between the most and least frequent classes.

6 Challenges

Herein, we report on the main practical challenges encountered during the research, aiming to bring transparency
to this łteaching casež. Since the proposed labels are meant to be informative and not operational, our focus
was on the preprocessing part, as the subsequent steps are related to in-process or post-process mitigations.
Furthermore, these challenges lay the groundwork for the potential automation, and the consequent integration
into the AI pipeline, of the proposed process.

Preprocessing datasets. A signiicant challenge is the conversion of raw datasets, often in the form of CSV iles,
into accurately loaded datasets as Pandas dataframes. This data preparation step is a complex and dataset-speciic
process. A deep understanding of the data structures, formats, encoding and potential issues is essential. This
challenge requires tailored strategies, including data cleaning, normalization, and handling of missing values and
outliers. The presence of poor documentation often exacerbates the diiculties by leaving critical details unclear.

Adaptability of data balance metrics to diferent features. Data balance measures are valuable risk indicators for
possible unfair outcomes, however their applicability to all attributes is not universal. For example, the analysis
of age attributes, produces diferent results depending on the type of quantisation chosen. This highlights the
need to manually identify which columns of a dataset are suitable for the computation of imbalance metrics,
challenging scalability and automation.

Finding the complete documentation of the dataset. The process of analysing the completeness of documentation
is hampered by the diiculty of obtaining accurate documentation. Sometimes information is scattered across
diferent sources or there is no comprehensive documentation at all. In addition, the lack of a standardized
metadata structure, uniformly adopted by repositories, makes the task nearly impossible to be automated. Dealing

8The least frequent class ("-1") is assigned to 0,07% of the records, compared to the most frequent class ("1"), which is assigned to 30,35% of

the records. Moreover, the class "-1" of DecileScore target variable corresponds to RawScore=1 and ScoreText=N/A, i.e. a null value: the coding

of the data is anything but clear.
9Our analysis focused on the report accompanying the data release [30]: other sources may provide more information.
10Frequencies of classes of gastarb (Is the debtor a foreign worker?) are: "2"=96% (no), "1"=4% (yes).
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with these discrepancies underlines the complexity of assessing documentation quality, which afects the reliability
of subsequent analyses.

7 Limitations and future work

We observe some elements of the design and of measurements that could potentially afect the validity of our
indings. First, the small number of datasets used in this study may limit the generalizability of our conclusions.
However, our primary aim is to prove the feasibility of the proposed approach. Speciically, addressing new data
quality challenges with a use case demonstrating the opportunities and limitations of combining diferent data
measurement dimensions to cover a broader range of ethical implications. Applying the proposed approach to
synthetic data is a potential avenue for further research to establish its adaptability and scalability.

Secondly, the lack of direct input from domain experts hampers our ability to assess the practical implications
of our framework, to validate the proposed schema, and eventually reine it.

The third limitation concerns the lack of exhaustiveness of the measurements dimensions and ethical challenges
taken into consideration. The work of Mitchell et al. [34] lays the foundations for extension to numerous data
dimensions (adaptable to context and needs) and can be a useful starting point for extending the framework, as
well as the very recent ISO standards on data quality for ML, which were just released at the time of inalizing this
work. Measuring the dispersion of documentation is also an important avenue to explore. We may investigate a
groupwise extensions of quality metrics by slicing the dataset across diferent categories of protected attributes,
potentially making connections between the results within the balance dimension and those within the quality
dimension. Moreover, studying the intersection of protected attributes can reveal the unfairness in the outcome
[31]. This multifaceted approach could improve our understanding of the data and provide valuable insights into
how diferent sensitive features may afect the overall quality assessment. Future improvements in this direction
shall be balanced with the number of measurements to report, to avoid making the reporting sheet diicult to
use and to interpret.

8 Conclusions

The purpose of the study was to expand data quality dimensions to cover a large spectrum of ethical challenges
posed by the widespread use of data-driven algorithms in our society. We relied on the knowledge acquired by the
authors in their past studies (independently of each other), and combined it in a novel way, to prove the feasibility
of the approach and to identify new data quality challenges. We used traditional measures of data quality from
the ISO SQuaRE standards in combination with measures of balance and of documentation completeness. We
produced an Extended Data Brief and a set of Ethical Challenge Risk Labels for a selection of popular fairness
datasets: the measures identify several detriments to the ethical dimensions under consideration.
The results prove that relying solely on standard quality measures reveals only some faces of the multidi-

mensional ethical implications involved when a dataset is later used as a training source, and that measures of
balance and documentation completeness can ill the gap. However, we also observed that their applicability and
automatic computation is hampered by a few practical challenges that we reported and discussed. Expansions of
the metrics is possible, but a trade-of with ease of use and understandability of the reporting scheme is necessary
to preserve the inal goal of promoting a more responsible development and distribution of datasets. This will
help to make data-driven software applications more trustable, fair and accountable towards the communities of
people impacted.
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Table 4. Application of the framework measures to the Adult dataset. The arrows indicate the best value for each QM (0: ↓, 1:
↑). *: Fields inherited from the Data Brief [14].

Dataset name Adult Date of analysis 07/28/2023

Description* This dataset was created as a resource to benchmark the performance
of machine learning algorithms on socially relevant data. Each instance
is a person who responded to the March 1994 US Current Population
Survey, represented along demographic and socio-economic dimen-
sions, with features describing their profession, education, age, sex,
race, personal and inancial condition. The dataset was extracted from
the census database, preprocessed, and donated to UCI Machine Learn-
ing Repository in 1996 by Ronny Kohavi and Barry Becker. A binary
variable encoding whether respondents’ income is above $50,000 was
chosen as the target of the prediction task associated with this resource.

Landing page* https://archive.ics.uci.edu/ml/datasets/adult

Sample size* ∼50K Domain* economics

Last update* 1996 Data speciication* tabular data

Creator ailiation* Silicon Graphics Inc.

Standard data quality (dq) Data documentation (dd)

Measure Value Measure (Presence Average) Value (↑)

Acc-I-4 (↓) 0,08 Overall 0,38
Com-I-1-DevA (↑) 1,00 1 Motivation 0,67
Com-I-5 (↑) 1,00 2 Composition 0,21
Con-I-2-DevB (↑) 1,00 3 Collection processes 0,14
Con-I-3-DevC (↓) 0,12 4 Data processing procedures 0,67
Con-I-4-DevD (↑) 1,00 5 Uses 0,80

6 Maintenance 0,43

Data balance (db)

Sensitive Feature Gini (↑) Shannon (↑) Simpson (↑) I.I.R. (↑)

sex 0,89 0,92 0,79 0,49
race 0,32 0,34 0,09 0,01
education 0,86 0,73 0,28 0,00
marital-status 0,77 0,65 0,32 0,00
native-country 0,20 0,18 0,01 0,00
income 0,73 0,80 0,58 0,32
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Table 5. Application of the framework measures to the COMPAS dataset. The arrows indicate the best value for each QM (0:
↓, 1: ↑). *: Fields inherited from the Data Brief [14].

Dataset name COMPAS Date of analysis 07/28/2023

Description* this dataset was created for an external audit of racial biases in the
Correctional Ofender Management Proiling for Alternative Sanctions
(COMPAS) risk assessment tool developed by Northpointe (now Equiv-
ant), which estimates the likelihood of a defendant becoming a recidi-
vist. Instances represent defendants scored by COMPAS in Broward
County, Florida, between 2013ś2014, reporting their demographics,
criminal record, custody and COMPAS scores. Defendants’ public crim-
inal records were obtained from the Broward County Clerk’s Oice
website matching them based on date of birth, irst and last names. The
dataset was augmented with jail records and COMPAS scores provided
by the Broward County Sherif’s Oice. Finally, public incarceration
records were downloaded from the Florida Department of Corrections
website. Instances are associated with two target variables (is recid and
is violent recid), indicating whether defendants were booked in jail for a
criminal ofense (potentially violent) that occurred after their COMPAS
screening but within two years.

Landing page* https://github.com/propublica/compas-analysis

Sample size* ∼12K Domain* law

Last update* 2016 Data speciication* tabular data

Creator ailiation* ProPublica

Standard data quality (dq) Data documentation (dd)

Measure Value Measure (Presence Average) Value (↑)

Acc-I-4 (↓) 0,06 Overall 0,44
Com-I-1-DevA (↑) 0,81 1 Motivation 0,67
Com-I-5 (↑) 1,00 2 Composition 0,43
Con-I-2-DevB (↑) 0,99 3 Collection processes 0,29
Con-I-3-DevC (↓) 0,03 4 Data processing procedures 0,67
Con-I-4-DevD (↑) 1,00 5 Uses 0,20

6 Maintenance 0,57

Data balance (db)

Sensitive Feature Gini (↑) Shannon (↑) Simpson (↑) I.I.R. (↑)

sex 0,62 0,71 0,45 0,24
race 0,73 0,62 0,31 0,00
age cat 0,87 0,89 0,70 0,37
v score text 0,74 0,77 0,49 0,15

A.3 South German Credit

A.4 Communities and Crime

A.5 Bank Marketing

A.6 Law School

A.7 MovieLens

A.8 Credit Card Default

B Additional figures
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Table 6. Application of the framework measures to the South German Credit dataset. The arrows indicate the best value for
each QM (0: ↓, 1: ↑). *: Fields inherited from the Data Brief [14].

Dataset name South German Credit Date of analysis 01/23/2023

Description* The German Credit dataset was created to study the problem of au-
tomated credit decisions at a regional Bank in southern Germany. In-
stances represent loan applicants from 1973 to 1975, who were deemed
creditworthy and were granted a loan, bringing about a natural selec-
tion bias. The data summarizes their inancial situation, credit history
and personal situation, including housing and number of liable people.
A binary variable encoding whether each loan recipient punctually paid
every installment is the target of a classiication task. Among covariates,
marital status and sex are jointly encoded in a single variable. Many
documentation mistakes are present in the UCI entry associated with
this resource (UCI Machine Learning Repository, 1994). Due to one of
these mistakes, users of this dataset are led to believe that the variable
sex can be retrieved from the joint marital status-sex variable, however
this is false. A revised version with correct variable encodings, called
South German Credit, was donated to UCI Machine Learning Reposi-
tory (2019) with an accompanying report (Gromping, 2019).

Landing page* https://archive.ics.uci.edu/dataset/573/south+german[...]

Sample size* ∼1K Domain* inance

Last update* 2019 Data speciication* tabular data

Creator ailiation* Beuth University of Applied Sciences Berlin

Standard data quality (dq) Data documentation (dd)

Measure Value Measure (Presence Average) Value (↑)

Acc-I-4 (↓) 0,07 Overall 0,26
Com-I-1-DevA (↑) 1,00 1 Motivation 1,00
Com-I-5 (↑) 1,00 2 Composition 0,14
Con-I-2-DevB (↑) 1,00 3 Collection processes 0,14
Con-I-3-DevC (↓) 0,10 4 Data processing procedures 0,33
Con-I-4-DevD (↑) 1,00 5 Uses 0,20

6 Maintenance 0,29

Data balance (db)

Sensitive Feature Gini (↑) Shannon (↑) Simpson (↑) I.I.R. (↑)

gastarb 0,14 0,23 0,08 0,04
laufkont 0,92 0,90 0,75 0,16
famges 0,79 0,77 0,48 0,09
beruf 0,72 0,71 0,39 0,03
verm 0,98 0,97 0,91 0,46
kredit 0,84 0,88 0,72 0,43
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Fig. 4. Ethical Challenge Risk Labels of the South German Credit dataset.

Table 7. Application of the framework measures to the Communities and Crime dataset. The arrows indicate the best value
for each QM (0: ↓, 1: ↑). *: Fields inherited from the Data Brief [14].

Dataset name Communities and Crime Date of analysis 01/23/2023

Description* This dataset was curated to develop a software tool supporting the
work of US police departments. It was especially aimed at identify-
ing similar precincts to exchange best practices and share experiences
among departments. The creators were supported by the police depart-
ments of Camden (NJ) and Philadelphia (PA). The factors included in
the dataset were the ones deemed most important to deine similarity
of communities from the perspective of law enforcement; they were
chosen with the help of law enforcement oicials from partner institu-
tions and academics of criminal justice, geography and public policy.
The dataset includes socio-economic factors (aggregate data on age,
income, immigration, and racial composition) obtained from the 1990
US census, along with information about policing (e.g. number of police
cars available) based on the 1990 Law Enforcement Management and
Administrative Statistics survey, and crime data derived from the 1995
FBI Uniform Crime Reports. In its released version on UCI, the task
associated with the dataset is predicting the total number of violent
crimes per 100K population in each community. The most referenced
version of this dataset was preprocessed with a normalization step; after
receiving multiple requests, the creators also published an unnormal-
ized version.

Landing page* https://archive.ics.uci.edu/ml/datasets/communities[...]

Sample size* ∼2K Domain* law

Last update* 2009 Data speciication* tabular data

Creator ailiation* La Salle University; Rutgers University

Standard data quality (dq) Data documentation (dd)

Measure Value Measure (Presence Average) Value (↑)

Acc-I-4 (↓) 0,05 Overall 0,33
Com-I-1-DevA (↑) 1,00 1 Motivation 1,00
Com-I-5 (↑) 1,00 2 Composition 0,36
Con-I-2-DevB (↑) 0,97 3 Collection processes 0,00
Con-I-3-DevC (↓) 0,04 4 Data processing procedures 0,33
Con-I-4-DevD (↑) 1,00 5 Uses 0,40

6 Maintenance 0,29
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Fig. 5. Ethical Challenge Risk Labels of the Communities and Crime dataset. Since the records of this dataset refer to
communities, and not individuals, we decided to exclude the db measurement. The labels are calculated considering only dq

and dd.

Table 8. Application of the framework measures to the Bank Marketing dataset. The arrows indicate the best value for each
QM (0: ↓, 1: ↑). *: Fields inherited from the Data Brief [14].

Dataset name Bank Marketing Date of analysis 01/18/2023

Description* Often simply called Bank dataset in the fairness literature, this resource
was produced to support a study of success factors in telemarketing
of long-term deposits within a Portuguese bank, with data collected
over the period 2008ś2010. Each data point represents a telemarketing
phone call and includes client-speciic features (e.g. job, education),
features about the marketing phone call (e.g. day of the week and
duration) and meaningful environmental features (e.g. euribor). The
classiication target is a binary variable indicating client subscription
to a term deposit.

Landing page* https://archive.ics.uci.edu/ml/datasets/Bank+Marketing

Sample size* ∼40K Domain* marketing

Last update* 2012 Data speciication* tabular data

Creator ailiation* ISTAR-ISCTE-IUL; University of Minho.

Standard data quality (dq) Data documentation (dd)

Measure Value Measure (Presence Average) Value (↑)

Acc-I-4 (↓) 0,03 Overall 0,26
Com-I-1-DevA (↑) 1,00 1 Motivation 0,67
Com-I-5 (↑) 1,00 2 Composition 0,21
Con-I-2-DevB (↑) 0,98 3 Collection processes 0,29
Con-I-3-DevC (↓) 0,09 4 Data processing procedures 0,33
Con-I-4-DevD (↑) 1,00 5 Uses 0,20

6 Maintenance 0,14

Data balance (db)

Sensitive Feature Gini (↑) Shannon (↑) Simpson (↑) I.I.R. (↑)

job 0,92 0,85 0,51 0,08
education 0,92 0,86 0,63 0,00
marital 0,81 0,82 0,59 0,19
y 0,40 0,51 0,25 0,13
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Fig. 6. Ethical Challenge Risk Labels of the Bank Marketing dataset.

Inconclusive

evidence

Inscrutable

evidence

Misguided

evidence

Unfair

outcomes

Transformative

effects

Traceability

Fig. 7. Ethical Challenge Risk Labels of the Law School dataset.
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Fig. 8. Ethical Challenge Risk Labels of the MovieLens dataset.
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Fig. 9. Ethical Challenge Risk Labels of the Credit Card Default dataset.
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Table 9. Application of the framework measures to the Law School dataset. The arrows indicate the best value for each QM
(0: ↓, 1: ↑). *: Fields inherited from the Data Brief [14].

Dataset name Law School Date of analysis 03/25/2023

Description* This dataset was collected to study performance in law school and
bar examination of minority examinees in connection with airmative
action programs established after 1967 and subsequent anecdotal reports
suggesting low bar passage rates for black examinees. Students, law
schools, and state boards of bar examiners contributed to this dataset.
The study tracks students who entered law school in fall 1991 through
three or more years of law school and up to ive administrations of
the bar examination. Variables include demographics of candidates
(e.g. age, race, sex), their academic performance (undergraduate GPA,
law school admission test, and GPA), personal condition (e.g. inancial
responsibility for others during law school) along with information
about law schools and bar exams (e.g. geographical area where it was
taken). The associated task in machine learning is prediction of passage
of the bar exam.

Landing page* https://storage.googleapis.com/lawschool[...]

Sample size* ∼20K Domain* education

Last update* 1998 Data speciication* tabular data

Creator ailiation* Law School Admission Council (LSAC)

Standard data quality (dq) Data documentation (dd)

Measure Value Measure (Presence Average) Value (↑)

Acc-I-4 (↓) 0,04 Overall 0,54
Com-I-1-DevA (↑) 0,99 1 Motivation 1,00
Com-I-5 (↑) 1,00 2 Composition 0,79
Con-I-2-DevB (↑) 0,98 3 Collection processes 0,57
Con-I-3-DevC (↓) 0,05 4 Data processing procedures 0,33
Con-I-4-DevD (↑) 1,00 5 Uses 0,20

6 Maintenance 0,14

Data balance (db)

Sensitive Feature Gini (↑) Shannon (↑) Simpson (↑) I.I.R. (↑)

gender 0,98 0,99 0,97 0,78
race1 0,37 0,41 0,10 0,02
lsat 0,96 0,72 0,18 0,00
ugpa 0,97 0,86 0,55 0,00
pass bar 0,20 0,30 0,11 0,06
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Table 10. Application of the framework measures to the MovieLens dataset. The arrows indicate the best value for each QM
(0: ↓, 1: ↑). *: Fields inherited from the Data Brief [14].

Dataset name MovieLens Date of analysis 05/30/2023

Description* First released in 1998, MovieLens datasets represent user ratings from
the movie recommender platform run by the GroupLens research group
from the University of Minnesota. While diferent datasets have been
released by GroupLens, in this section we concentrate on MovieLens
1M, the one predominantly used in fairness research. User-system inter-
actions take the form of a quadruple (UserID, MovieID, Rating, Times-
tamp), with ratings expressed on a 1-5 star scale. The dataset also reports
user demographics such as age and gender, which is voluntarily pro-
vided by the users.

Landing page* https://grouplens.org/datasets/movielens/1m/

Sample size* ∼1M reviews,
∼6K users,
∼4K movies

Domain* information systems,movies

Last update* 2003 Data speciication* tabular data

Creator ailiation* University of Minnesota

Standard data quality (dq) Data documentation (dd)

Measure Value Measure (Presence Average) Value (↑)

Acc-I-4 (↓) 0,03 Overall 0,41
Com-I-1-DevA (↑) 1,00 1 Motivation 0,67
Com-I-5 (↑) 1,00 2 Composition 0,29
Con-I-2-DevB (↑) 1,00 3 Collection processes 0,71
Con-I-3-DevC (↓) 0,24 4 Data processing procedures 0,33
Con-I-4-DevD (↑) 1,00 5 Uses 0,20

6 Maintenance 0,43

Data balance (db)

Sensitive Feature Gini (↑) Shannon (↑) Simpson (↑) I.I.R. (↑)

Gender 0,74 0,81 0,59 0,33
Occupation 0,97 0,90 0,60 0,02
Zip-code 1,00 0,93 0,37 0,01
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Table 11. Application of the framework measures to the Credit Card Default dataset. The arrows indicate the best value for
each QM (0: ↓, 1: ↑). *: Fields inherited from the Data Brief [14].

Dataset name Credit Card Default Date of analysis 01/18/2023

Description* This dataset was built to investigate automated mechanisms for credit
card default prediction following awave of defaults in Taiwan connected
to patters of card over-issuing and over-usage. The dataset contains
payment history of customers of an important Taiwanese bank, from
April to October 2005. Demographics, marital status, and education
of customers are also provided, along with the amount of credit and
a binary variable encoding default on payment, which is the target
variable of the associated task.

Landing page* https://archive.ics.uci.edu/ml/datasets/default[...]

Sample size* ∼30K credit
card holders

Domain* inance

Last update* 2016 Data speciication* tabular data

Creator ailiation* Chung-Hua University;Thompson Rivers University

Standard data quality (dq) Data documentation (dd)

Measure Value Measure (Presence Average) Value (↑)

Acc-I-4 (↓) 0,08 Overall 0,28
Com-I-1-DevA (↑) 1,00 1 Motivation 1,00
Com-I-5 (↑) 1,00 2 Composition 0,14
Con-I-2-DevB (↑) 0,92 3 Collection processes 0,14
Con-I-3-DevC (↓) 0,06 4 Data processing procedures 0,33
Con-I-4-DevD (↑) 1,00 5 Uses 0,40

6 Maintenance 0,29

Data balance (db)

Sensitive Feature Gini (↑) Shannon (↑) Simpson (↑) I.I.R. (↑)

SEX 0,96 0,97 0,92 0,66
EDUCATION 0,73 0,57 0,28 0,00
MARRIAGE 0,68 0,54 0,35 0,00
default payment next
month

0,69 0,76 0,53 0,28
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Fig. 10. uality Measures results on the selected datasets. The arrows indicate the best value for each QM
(0: ↓, 1: ↑).
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